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What is Cloud Computing ?  ~ b!

Department

Cloud computing is the delivery of
computing as a service rather than a
product, whereby shared resources,
software and information are provided to
computers and other devices as a utility
(like the electricity grid) over a network
(typically the Internet).

Source: Wikipedia


http://en.wikipedia.org/wiki/Computing
http://en.wikipedia.org/wiki/Service_%28economics%29
http://en.wikipedia.org/wiki/Product_%28business%29
http://en.wikipedia.org/wiki/Utility_computing
http://en.wikipedia.org/wiki/Electrical_grid
http://en.wikipedia.org/wiki/Computer_network
http://en.wikipedia.org/wiki/Internet

CERN
Key featu res Iljl_partment

Source: wikipedia



Manifestation: XaaS S 1]
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On demand access to appllcatlons
Software as a Service 7, S _

SaaS

Gm:gle Docs

SerVice-now.com

On Demand IT Service Management

Platform for building & delivering
Web applications

forecom 2o

ElasticHosts

I 1 il --.I.' Flexible servers in the cloud
nfrastructure as a Servic W77 amazon < )
laaS i websenices  Tlexiscale

GVGRIW
greenqloud .

Thanks to Tony Cass
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The key question is ... Ll_partmem

What is the relevance for
HEP community ?

Disclaimer: personal and site biased perspective, with a focus on laaS



What are the challenges? =~ bl
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Resource provider challenges

» Increasing demand for computing and
storage resources

» More (new) users to support

» More communities to support (VOs), with
different requirements

» Conflicting software requirements for
applications and new hardware



CERN
What are the challenges? Ll_pa..tmem

Resource provider boundary conditions

» Decreasing resources for developments
and maintenance

» Constant or decreasing number of people
to provide computing services

Necessity to optimize
the use of existing
resources
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What are the challenges ? Ll_pa..tmem
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What are the challenges ? Ll_pa..tmem

» VOs often know their users better than
the sites do

» VVOs know best where their active data is

» VVOs often unhappy with sites scheduling
decisions

Example: Pilot job frameworks:

a Essentially a work-around for VOs to do the job scheduling themselves
a Causes some overhead for the sites who have to maintain new services
+ glExec, SCAS/Argus
+ UID switching within a single user job



... and the new technologies  “™I1T
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Virtualization as part of the solution

Application Application

Host OS Host OS
Application Application

Host operating system Host operating system

11
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... and the new technologies Ll_partmem

. m

Microsoft* i =3
Hyper-V Server2008R2

Virtualization
+ sand-boxing
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... and the new technologies Ll_pa,.tmem

Virtual machine management systems

Central place to manage your VMs in the computer center
Some complemented by services required for Clouds

n EUCALYPTUS
OpenNebula.org

openstack

5 vmware
Platform o e
Computing < §y5tEITICEI'ItEI'

irtual Machine Manager

ISF



How can virtualization help ? LT
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Resource usage optimization

CPU utilization

1@ 3
~ Many dedicated machines .
- I T
Mainly managed by VOs ;
- ifi I 1 I ————
SpeCIfIC appllcatlons ’ Sep Oct Mow Dec Jan Feb Mar Apr May Jun Jul Aug
~ Low CPU and I/O usage R Syaten averi26 | M3 minda ez

W MNice aver:2.3 max:d. 1 min:1.3 curr:2.2
[dle aver:91.3 max: 93,4 min: 89,4 curr:91.0

- Large reliability reqUired W I0 Wait aver:596.1m max:1.1 min:346.3m  curr: 866, Bm

W IRD aver:89.2m max:338.2m min:19 2m curr:87.3m
Soft IRD aver:® . Om max:154.1m min:54.4dm curr:109 Zm

Current CERN solution for consolidation using CERN Virtual Infrastructure (CVI)

* Specialized fully redundant hardware with shared dedicated storage via iISCSI

* Support for live migration for services

* Selected solution: Microsoft Hyper-V + SCVMM as orchestrator

* Completed by Self-Service on cheap hardware

* Different configurations: enclosures+shared storage, disk servers, worker nodes



How can virtualization help ? “LT
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Virtualization for service
consolidation is reality, wide
spread and routine

Example: CERN CVI
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CVI status (April 2011) T

Sep 2011:1700 VMs

Department

Apr 2011: 1250 VMs on 248 hypervisors /
Nov 2010: 680 VMs on 170 hypervisors

Number of Virtual Machines per Operating System

o
_.-Il"'-—-
G000 P
/ f._,_,..--‘
0 .
P> 54% Windows VMs >
400 ——
_—#— /
]
_f .
i IR
.--""-'-'_FH_F
-.-'"'-.-'_'_F 0 H
- - 46% Linux VMs
_-#
I
—
————— |
1]
01-02-2010 01-04-2010 01-06-2010 01-08-2010 01-10-2010 01-12-2010 o1-02-2011 01-04-2011
01-03-2010 01-05-2010 01-07-2010 01-09-2010 01-11-2010 01-01-2011 01-03-2011

Thanks to Jan van Eldik et al



: CERNIT
April 2011: CVI 1250 VMs, 8 Customer groups pepartment

Custom Hosts, 202

Custom hosts
BE-CO

BE-CO, 233

Spare machines, 5
IT-UDs, 12

EN-ICE, 42

IT-PES service
consolidation

IT-PES-PS SERVICE, 261
GT,. 102

Grid devel

IT-CI5, 148

IT-OIS

Thanks to Jan van Eldik et al



How can virtualization help?  “™"IT
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Note:
virtualization is NOT cloud

computing

18
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Can we gain elsewhere ? Department

B WinServices 6%

B Other 18%
Grid Services

Databases 4%

VO Services 5%

Batch 40%
B Mass Storage 25%

Example: CERN Computer Center in September 2011



CERNIT

Batch processing resources Deparment

CPU utilization

1z2@

].ElEl Tfl'“-rr-'l-'-l-rf-r-u,-.‘.p-_a.‘.
20

40
20

28 29 20 21 ol a2 o2

W User aver:554.7m max: 2.5 min:376.5m curr: 884, 1m
W System aver:2.8 max:d.4 min:416.8m curr:2.6
W Nice awver:80.5 max:93. &6 min:39. 5 curr:78.1
Idle awer:11.8 max: 54,7 min:1.2 curr:12.4
m IO Wait aver: 3.8 max: 29, 3 min:455. 2m curr:d.4
mIRO awver:121.2m max: 374 . 6Gm min:32.4dm curr: 230.4dm
Soft IRD aver:465.7Tm max=: 2330, Im min:99. 9m curr: 656, 1m

~ Managed by the site ~ CPU, I/0 and network demanding

= Grid Worker node setup  * Cheap hardware
~ Lots of identical machines = individual failures OK

Challenging use case due to scale and performance requirements!
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Batch virtualization: principles Ll_partmem

What is(are) the problem(s) to solve ?

Optimize

»Job throughput

»Job success rate
Minimize

» Operational overhead

» Downtime for updates
Require

» Performance and speed



The price to pay for virtualization 1T
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HS06 CPU benchmark test

50 ¢ i 00 50T 100 .
E Entries 100 297 300 -
45 [ Mean 12,05 11.75 3 .
- RMS 0.5045E-01 0.1231 r
RMS  ©0.5510E—01
t ¥/ndf 8730 / 6 r if28.78 / 15 r /ndf72.68 / 12
40F | Constant 2745+ 3.485 40 | ant 38.89 £ 2.837 [ Constant 199,5+
b Mean 12,05 £ 0.3969E—02 77 X 250 - Mean 1172+ 0.1198E-02
r Sigma _ 0.4762E-01+ 0.4006E-02 [ Sigma_ 0.3965E-01 £ 0.2047E-02
35 F
o I —_— 200 -
25 b r
: I 150 |-
20 | 20
15 | 100 -
10 :, 10 [
B [ 50 -
5L I
6 A O T2 4 118 1.8 12 122 124 ol
11.2 11.4 11.8 11.8 12 12.2 12.4 . ’ . ‘ y : 11.2 11.4 11.8 11.8 12 12.2 12.4

Bare metal: KVM
P SLC5 P HW as before HyperV
P 2x L5520 Intel Xeon B SLC5/6 hypervisor P HW as before
P 2.27GHz P 8 SLC5 guests » 8 SLC5 guests
P No KSM,ept off (SLC5)
P Pinned VMs

HS06=12.05/core HS06=11.4/core (SLC5) H806=11.?lcore

HS06=11.8/core (SLC6) a 22



/0 Benchmarking ~ =T
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Worst case scenario: 1VM/physical core running |Ozone, 8 threads on bare metal

preliminary (random) paod Analysis by
Qiulan Huang
10000 (Chinese
8000 - academy of
7000 .
6000 - =V science),
5000 - M B
KBytes/sec 2000 - December 2010
3000
2000 -
1003: Notes:
1 2 3 4 5 6 7 8 - Caching off

Threads/VM number

- SLC5 Hypervisor
- 20% penalty

preliminary (random) \wrrite

- write worse
10000 - block device disk
8000 - on LV, exported to
6000 - VM
KBytes/sec ;441
2000 -
0 2 3 4 5 6 7 8 23

Threads/VM number




/0 Benchmarking ~ “"LT
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- Analysis by Qiulan Huang (Chinese academy of science),
December 2010

» Caching off, SLC5 based KVM hypervisors
» LV raw device, imported into the VM
» 1-8 VM per hypervisor with one |[0Zone benchmark each
» Bare metal test with 1-8 concurrent I0Zone threads
» 20% penalty, write performance penatly is worse
* New analysis ongoing by Belmiro Moreira (CERN)

» Trying gcow2 and compare to LV

» Based on SLC6.1 KVM
» No final results yet
24



Network Benchmarking ~ “IT
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Analysis by
Qiulan Huang 40
(Chinese academy of science), Penalty <=1%
December 2010, CERN

Network Benchmark
reference

940 ] B bare metal
‘ ‘ Hlvm
m 2VMs
m 3VMs
m 4VMs
m 5VMs
M 6VMs
m 7VMs
— 8VMs

939

938 -

937 -
Throughput()Mbits/s)

936 -

935 -

934 -

933 -

lperf with TCP window size of 256k and 60s test time

e .
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Virtualizing batch resources Ll_partment

Key ideas for prototype at CERN

* Isolation: one job per virtual machine only
e Limited Live-Time for each worker node

« Be agile: always start from the latest image with
the newest software

« Be demand driven: if possible, adjust running
VMs to current or expected demand



Virtualization of batch resources "I T
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How to provide the right mix of environments matching needs ?

Batch worker nodes
dynamically joining LSF

3 redhat 5

Incoming requests B redhat 6

» 3 redhat 5

= -
VM PrOV]'Slomng Sy Stem dofTwere hppllians

% redhat 5
- CernV -

Image repository VM instances

i

27



Virtualization of batch resources 1T
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Automate intrusive interventions: kernel, afs, glibc updates

VM Accepts jobs for 24 H w Draining, runs until job Accepts jobs for 24 H
finishes
Slot #1 |LonG JoB SHORT JOB SHORT JOB S
4
VM Accepts jobs for 24 H Draining, runs until Accepts jobs for 24 H
job finishes
Slot #2 | |sHorT JoB SHORT JOB SHORT JOB LONG JOB
4
Image A Image B
Notes:

» NEW virtual machines always start with the latest image
» Image A and Image B can correspond to different OS versions

28
Thanks to Ricardo Silva



Cooking up the infrastructure CERNLl_partmem

Administrator

Provisioning system
VM Orchestrator

Image
creation

Application
(batch)

Image repository

Image distribution

Computing resources

Ups ... looks like an laaS infrastructure, doesn't it ?
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CERN's “Ixcloud” system choices Ll_pa..tmem

Image creation:

Software setup can be derived from centrally
managed computers

Image distribution:
currently Bit-torrent in use

VM orchestrator:

tested OpenNebula and Platform ISF, interested in
OpenStack
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CERN's “Ixcloud” system choices Ll_pa..tmem

Virtualization technology
Started with XEN, moved to KVM in 2010

Image treatment:
Prestaged images, using LVM snapshot

Public cloud interface(s)

Tests with ONE EC2 access using ATLAS
hammer-cloud tests (selected users only)
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Number of nodes with the image

Image distribution

Image distribution performance

500

400

300

200

100

BitTorrent SCP-wave comparison (10 GB image)

— BitTorrent
— SCP-wave

10

i | |
20 30 40
Transfer Elapsed Time (minutes)

50

60

CERNIT

Department

32
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VM provisioning (ONE) Department

Virtual machine provisioning system tests

18000 Peak of ~16,000 VMs

16000

14000

12000

10000

Nodes seen in LSF

8000

6000

4000

2000

0 4

81 225 369 513 657 801 945 1089 1233 1377 1521 1665 1809 1953 2097 2241 2385 2529 2673 2817 2961 3105 3249 3393 3537 3681 3825 3969
9 153 297 441 585 729 873 1017 1161 1305 1449 1593 1737 1881 2025 2169 2313 2457 2601 2745 2889 3033 3177 3321 3465 3609 3753 3897 4041

Time

33



s this a cloud infrastructure  “™"IT
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IS*this,already a
cloud ??7?

Oh, well, maybe yes, it depends ...




s this a cloud infrastructure  “IT
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L .
IS thg&gloud 7?7

Does it matter ?

... as long as it does what we need

It has shares some features with the Yes, no, yes, depends ... maybe

Cloud definition.
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In production since December 2010 at CERN

o Home Documentation Alarms Metrics Misc Help
a
ﬂ Information for Clusters / virt_batch_prod
0 - -
-l'j Cluster information CPU utilization
number of hosts 120
g EEa] 432 (0) 100 T ——r
=l operating system(s) Scientific Linux CERN SLC release 5.7 (Boron) :4e] ] 1 1 i 1 1 i
o average of up times 23h:59m # el
4@
0 select from hosts Momne selected j‘ 20
E Load average distribution Sep Oct MNow Dec Jan Feb Mar Apr May Jun Jul  Aug
W lUser aver:881.6m max:1.7 min:425.1m  curr:588. 8m
O o.0-0.5 W System aver:4.4 max: 8.9 min:1.8 curr:3.5
5418 ) . B Nice aver:47.6 max:86.1 min:18.5 curr:77.3
- 0 0.5-1.0 Idle aver:43.2 max:T2.7 min:7.1 curr:12.2
— 3.6% O 1020 m I0 Wait awer:2.9 max:16. 2 min:411.2m curr:5.7
. 2.0+ W IRQ aver:387.1m max:1.4d min:112.8m curr:172.6m
3.9 - Soft IRQ aver:550.5m max: 8.3 min:163.1m curr:591. Gm

Network utilization

200 M
28.4%
=
o
e loa M
=
- — — o
P B E & A8 B M4
Tl
a T
Sep Oct MNow Dec Jdan Feb Mar Apr May Jun Jul  Aug
W =th@ in aver:51.IM max:171.4M min:5.8M curr:76.3M
W ethQ out aver:9.0M max:37.4M min:460.8k curr:9.4M

= Set span: | year j| offset: =

Search entities: | |Uir‘tua| Clusters ¥| Clusters P| Racks P| Hardware types >| Virtual Batch I| Services I|

Page generated in 1.22 seconds on Mon, 05 September 2011 18:57:34 CEST +0Z00 (Wi =utHL1o | [WET css Ml Frr [Foweren |



. . . CERN
Batch virtualization: caveat Ll_pa..tmem

The scalability challenge

* The bulk of applications are single
threaded.

 Therefore, a full virtualization of current
CERN batch resources translates into

> 31,000 VMs in a single batch instance
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Feasibility studies Ll_partmem

Batch system tests: resource layer Up to 15,000 nodes
Up to 400,000 jobs

More than 3x of
what is officially
supported

av. Ishosts exec. time/s
£
[~J
(n
|

Current production system

” 500 Lot 38



ag ugs . CERN
Feasibility studies Ll_partmem

Batch system tests: job submission
Up to 15,000 nodes

Up to 400,000 jobs

L
|

More than 3x of
what is officially
supported

av. bsub exec, time/s

Current production system

~ 4000 500 o 39
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Batch virtualization scalability =~ “IT

farm., "i
model and a §lat batch farm is
unlikely to sale as needed

Need to do something more clever ...



Going cloud ...

Enduser
VO

ONE EC2 interface

.

ONE
test master

Image creation
y

CEHNIT

Department

Application
Manager
(Ixbatch)

ONE

production master

g

Physical Resources
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Public cloud access tests Ll_partmem

EC2 Ixcloud Direct submission Regular GRID jobs
ANALY CERNVM _test ANALY CERNVM test ANALY CERN
Efficiency
f(106)
c{421)—3
C (464) —
c (300} ———
ANALY CERNVM test Events/Wallclock(s) ANALY CERNVM test Events/Wallclock(s) ANALY CERN Events/Wallclock(s)
110 i 90
99 631 814
Event rate 561 72|
i 451 631
66 42 B4
554 354 454
44 28 36
334 214 27
" II I . IIII 1E.II I I
114 7 k8
_IIIIIIII II- i b i I
0 5 10 15 20 0 5 10 15 20 25 30 0 5 10 15 20 25 30
Hz Hz Hz
|..='|':|.1 o=4.0 |..='|':|.4 o=4.6 |..='|'|..2 o=5.3

Thanks to Daniel van der Ster



A more general laaS model ? 1T
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Kiosk

EC2/OCCI

Y A
Jal | Mass g ices| Batch |Public cloud
bases |storage

interfaces |

laaS Orchestrator

Management
Operating system Hypervisors/OS

Hardware and computer facilities
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Conclusions Ll_partmem

» Cloud computing is certainly a nice new
technology, and technology is maturing

* First attempts to apply it are in progress at
several sites, to solve operational issues
rather than to please users

 Virtualization plays a vital role in the
applied models, and is already reality

* Application scalability is an issue for larger
scale deployments

* Looking forward to an interesting future
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Batch virtualization Department
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